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- A quantum channel $\Phi$ is a map $\mathbb{M}_n(\mathbb{C}) \rightarrow \mathbb{M}_k(\mathbb{C})$. It is linear, completely positive and trace preserving.
- Its Choi map is the matrix
  \[
  C_\Phi = \sum_{i,j \in \{1,\ldots,n\}} E_{ij} \otimes \Phi(E_{ij}) \in \mathbb{M}_n \otimes \mathbb{M}_k
  \]

$\Phi$ is CP iff $C_\Phi$ is positive.
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- Our key assumption on the law of $P_n$ is:
  For any projection $B \in \mathbb{M}_k$, $\|B \otimes 1_N \cdot P_n\|_\infty$ converges with probability one to $\sqrt{f(B)}$ as $n \to \infty$.

- Theorem (C, Fukuda, Nechita, 2013)

There exists a convex compact set $K$ such that $\Phi_n(S_n) \to K$ and $\partial \Phi_n(S_n) \to \partial K$ (Hausdorff distance between sets).

$K = \{A \in S_k, \forall B \in S_k, \text{Tr}_k(AB) \leq f(B)\}$

- Replacing $\Phi_n(S_n)$ by $\Phi_n(S_n^e)$ (much smaller set) is possible if one makes a slightly stronger assumption (no gap between the first few largest eigenvalues).
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- In [BCN 2012] we proved the convergence in the particular case where $P_n$ is a uniform random projection of rank $n \sim tN_k$ ($t$ in $(0,1)$ is fixed). Here, the convergence works for $\Phi_n(S^e_n)$ too.

- In this case, $f(B) = ||pBp||_\infty$ where $p$ is a rank $t$ projection free of $B$. We denote it $||B||_{(t)}$ and call it the t-norm (free compression norm). $K$ is a convex body with smooth boundary under mild assumptions.

- We need new tools in RMT to construct more examples.
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Our proof builds on Camille’s proof and uses an ‘unfolding’ trick.

Corollary (C, Male, 2011)

i.i.d copies of \(k\) random \(n \times n\) Haar unitaries converge strongly (in norm) towards generators of the free group factor.
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Let $k \geq 2$ be an integer, $U_n^{(i)}$ be iid $n \times n$ Haar unitaries, and

$$
\Phi_n(x) = k^{-1} \sum U_n^{(i)} x U_n^{(i)*}.
$$

Then the collection of nontrivial ordered eigenvalues of output of all pure states converges with probability one to a deterministic set (of $\mathbb{R}^k$).

In particular, almost surely,

$$
\lim_{n} \| \Phi_n \|_1 = \frac{4(k - 1)}{k^2}.
$$
Consequence: new examples

Thank you!